
 

Write a TM diagram recognizing bi bit bi is

no leadingO's binary rep of positive integer i

n10t 110 u goes to ga

T10Il1 goes to gr

See 3.10 3.12 Examples in text

From last time we want to be able to execute a high level

instruction like restore the X ed out b's

H
Introduce a new symbol 5 or B to symbolize

an X ed out letter b

B represents that a b used to be in this cell now

is is an X ed out character

Deft A TM M recognizes language L
iff

L W I M accepts w Then we say

L M L

Definition 3.5 A language is Turing recognizable if some

TM recognizes it
recursivelyenumerable



Now on a given input a TM might loofever loop
a r

Eg 055L
fuss

M

LCM at a

loop does not halt

M on input w can accept ga

reject qr
loop

Defa M is a decider if it halts on all inputs and

we say LCM is decided by M

Def 3.6 A language is In decidable if a

TM that decides it

Ma that decides L at 0E ga
Note hanging transition to make is a decisive action

all missing transitions go to Gr

II.tkItofiI
a TM with K tapes K 1
each tape has its own head

b



tape lIM
i i ii

top _All
other tapes

contain blanks

all heads
are on leftmost
cell

Transitionfunction

8 Q x T Q x TK x L R S

Recall 2 machines are equivalent if they recognizethe same

language

A computionalmodel is more powerful than another if

it can recognize all the languages
the other can plus more

Eg For each PDA Mp F a TM MT that recognizes

the same language because a stack is a

initiate
And TMs can recognize languages PDA's cannot

like E w w we abt

I TM is a more powerful computational model
than

PDA
Theorem 3.13 f multi tape TM has an equivalent

single tape TM Ctm

Proof Given any multitape
TM M we construct an

equivalent



single tape TM S

S simulates M

Idea S will store the contents of all k tapes

serially on its single tape

É tape alphabet that is

I s to mark eachtape'sairmen

S On input w 0,02 on

I insert a at leftmost cell
and mark off k tape areas

that are initially blank to L
of w with dot head position
on first symbol of each tape area

2 Scan R and determine all symbols

under all tape heads Make a second

pass to update the symbol under each

head move the dot as M would move the

head and change state as M would do

3 If S needs to access tape areas outside
those already demarcated by the s then

use a transducer to shift R all tape



contents to R of needed cell and

continue as before

4 If and when M goes to ga ACCEPT

Gr REJECT

This Tm S accepts w if M accepts w

rejects w if M rejects w

loops rn w if M loops on w

o S is equivalent to M

so f multitapeTm can be simulated by a single tapeTM
Be

Corollary 3.15 A language is Turing recognizable iff

7 a multitape TM that recognizes it

Proof Easy a TM is a special Kt multitapeTM

I im
IM may have

several options of what to

do in a particular state with tape head over a particular

symbol

8 Q x T PCQXTXEL.RS
9
power set ie there

a number of

options of what to do where
to go

when in a certain config



The computation of a

def TM M on input w

The computation of a

non det Tm N on input w

go Eerie I

I
Carson Carsonq JETTE

1 11 11
I T I I
N F92,05090 DDD

if I F

Ey

Deft A non det TM M accepts w if

I a branch of M's computation on w

that ends in Ga ha

Question Does non determinism add

power to the computational model
TM

I e are there languages recognized decided by

non dettms which no det Tm can recoy decide



Review

Configuration of a TM

If you have a Tm that is part way through

a computation what do you have to know to

predict exactly the
rest of the computation for a

def Tm or all possible ways the
computation could go

for a nondet Tm
current state

a b R
tape contents

where the head is

Lbs
a 2 big

b b


